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ABSTRACT 

 
Postpartum depression (PPD) is a significant mood disorder that impacts the 

mental health of women following childbirth. Understanding and predicting Postpartum 

Depression is crucial for providing timely support and intervention to affected 

individuals. The goal of the study was to identify the most effective machine learning 

model for predicting postpartum depression. This involved a comprehensive 

exploration of various machine learning algorithms to determine which one yielded the 

most accurate and reliable predictions. The study revealed that Random Forest 

emerged as the best performing model for predicting postpartum depression. The 

discovery of Random Forest as the top- performing model signifies its potential as a 

valuable tool for predicting postpartum depression. Overall, our study underscores the 

importance of employing advanced machine learning techniques in mental health 

research, particularly for predicting postpartum depression. The identification of 

Random Forest as the best performing model opens up new avenues for improving the 

early detection and management of Postpartum Depression, ultimately enhancing the 

well-being of mothers and their infants during the postpartum period. 
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1. INTRODUCTION 

 

 
1.1 About Project 

 
Postpartum depression, a prevalent medical concern among women following childbirth, 

can significantly disrupt maternal caregiving and bonding processes with their newborns. 

Additionally, it poses potential risks to the child's developmental trajectory and safety. Given 

these challenges, the timely identification of postpartum depression is paramount to 

safeguarding the health and well-being of both mother and child. To address this imperative, 

the project endeavors to utilize machine learning algorithms to predict postpartum depression 

accurately. Through this predictive approach, the project aims to contribute to early 

identification of postpartum depression, enhancing the overall health outcomes and quality of 

life for mothers and their infants during the postpartum period. 

 

 

1.2 Objective of Project 

The primary aim of the project was to determine the most effective machine learning 

algorithm for predicting postpartum depression. This involved a thorough exploration and 

comparison of various algorithms to identify the one with the highest predictive accuracy and 

reliability. Subsequently, the project focused on leveraging the selected top-performing 

algorithm to develop a predictive model tailored specifically for detecting postpartum 

depression. By achieving these objectives, the project aimed to enhance understanding and 

intervention strategies for postpartum depression using advanced machine learning techniques. 
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2. LITERATURE REVIEW 

 
The study [1] evaluated five data-driven feature selection methods, including recursive feature 

elimination, information gain, Relief, stepwise generalized linear modeling, and a bagging- 

based selection-by-filter method. Nine machine learning algorithms were utilized, such as k- 

nearest neighbor, support vector machine, random forest, and logistic regression. The primary 

performance metric used was the area under the ROC curve (AUC), along with sensitivity, 

specificity, accuracy, precision, and F1 score. Maternal characteristics like age, education, 

marital status, depression history, smoking behavior, and more were analyzed for their 

association with postpartum depression. The study highlighted important features like 

exposure to stress during pregnancy, depression before pregnancy, breastfeeding duration, 

income, maternal education, dental hygiene before pregnancy, and the baby's gender as 

significant predictors of postpartum depression. Random forest achieved the highest AUC in 

predicting postpartum depression cases. The study emphasized the importance of feature 

selection methods and the performance of machine learning models in predicting postpartum 

depression risk factors. 

 

 
 

The study [2] explores the association of various risk factors with postpartum depression 

(PPD) symptoms and employs machine learning models to predict PPD. It highlights the 

potential of early identification and treatment of PPD in pregnant women, emphasizing the 

impact on mental health and well-being during the postpartum period. The study's findings 

offer valuable insights into PPD prediction and the potential of machine learning techniques 

to improve early intervention for at-risk pregnant women, ultimately contributing to better 

maternal and infant health outcomes. 

 

 

The paper [3] explores the use of machine learning (ML) models for predicting postpartum 

depression (PPD) based on data from a cohort of 508 women. The study compares different 

ML models and identifies key predictive factors for PPD, such as psychological resilience, 

third-trimester depression, and income level. It acknowledges limitations, including potential 

selection bias and a small sample size, and suggests further validation of the predictive models. 

The findings suggest the efficacy of the random forest-based filter feature selection method 

and the suitability of the support vector machine algorithm for predicting PPD in small sample 

sizes. Overall, the paper provides valuable insights into the application of ML in predicting 

PPD and its potential for improving healthcare outcomes for pregnant women. 
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The study [4] presents a novel approach utilizing machine learning to identify the risk factors 

and prevalence of postpartum depression (PPD) in Bangladesh. By collecting and processing 

data from 150 perinatal women, the study implemented various machine learning models, with 

the Random Forest model emerging as the best performer. The study's findings, including the 

identification of top risk factors for PPD and a reported prevalence of 66.7% in Bangladesh, 

mark a significant contribution to the field as the first of its kind to apply a machine learning 

approach to this issue. The implications of this work could lead to more targeted and effective 

interventions for PPD, ultimately improving maternal mental health in the region. 

 
 

 

The study [5] focuses on using machine learning methods to predict postpartum depression in 

women. It stands out for its inclusion of a wide range of variables, including resilience and 

personality factors, not typically considered in similar studies. The research, conducted on a 

large dataset, aims to develop a screening tool for identifying high-risk women at discharge 

from the delivery ward. While the study offers valuable insights and potential for preventive 

interventions, it acknowledges limitations such as a non-representative sample. Overall, the 

study contributes to the field by exploring new predictive factors and emphasizing the 

importance of early identification and support for women at risk of postpartum depression. 

 

 
 

The literature review in the [6] explores the application of machine learning (ML) methods 

for predicting postpartum depression (PPD). It highlights the advancements in ML algorithms 

for analyzing large datasets and improving early detection of PPD. The review acknowledges 

challenges in assessing ML model performance due to data variability and calls for future 

systematic reviews to evaluate specific ML techniques in predicting PPD. While noting 

research gaps and limitations, such as the lack of quality assessment for included studies and 

the exclusion of non-peer-reviewed literature, the review concludes that ML has the potential 

to significantly enhance early detection of PPD, emphasizing the need for further research to 

fully leverage ML techniques in maternal mental health care. 

 

 

The study [7] focuses on a machine learning-based PPD prediction model using electronic 

health record (EHR) data from a nationwide longitudinal cohort of 214,359 births. The model, 

which utilized sociodemographic, clinical, and obstetric features demonstrated the potential to 

significantly improve the identification of women at risk of developing PPD. The study 

highlighted the model's ability to identify PPDs at a rate more than three times higher than the 

overall set at a 90th percentile risk threshold, underscoring the potential of machine learning- 

based models to augment existing symptom-based screening practices by identifying high-risk 

populations in need of preventive intervention before the onset of PPD. 
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The literature review of [8] provides a comprehensive overview of the use of modern machine 

learning (ML) approaches in identifying predictors of postpartum depression (PPD) as a means 

to refine patient screening and lower its impact. Through a search of PubMed and Embase, 11 

relevant studies were identified, with the support vector machine being the most commonly 

used algorithm. The studies consistently demonstrated the feasibility of predicting PPD, 

particularly through variables related to sociodemographic and clinical aspects, with limited 

incorporation of biological variables. However, the review highlights the current scarcity of 

literature in this area, with diverse approaches reducing the generalizability of results. 

Nevertheless, it concludes that the identification of PPD risk populations using ML techniques 

is promising, emphasizing the need for further research to integrate such approaches into 

clinical practice. 
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3. METHODOLOGY 

3.1 Data Collection 

The dataset was available from Kaggle. The dataset contains 1503 records collected 

from a medical hospital using Google forms. The dataset includes 10 attributes out of which 

nine attributes were used for analysis and one was the target attribute. The target attribute, 

Feeling Anxious was taken as the predictor of Postpartum Depression. 

 
 

3.2 Data Preprocessing 

Data preprocessing is the first step and is crucial for creating machine learning 

model. It is a process of preparing the raw data and making it suitable for a machine learning 

model. The dataset which was available from Kaggle does not contain any missing data. The 

categorical data was then encoded into numbers using a function integer_encode. The dataset 

was then split into training set and testing set. The 20% of actual data was split into Test set 

and 80% of actual data was split into Training set. Training set was fed to five different 

Machine Learning algorithms to teach them to make predictions of postpartum depression. 

Test set is used to test the trained model and is used for predictions. 

 

 
3.3 Model Selection 

The chosen models encompass a diverse array of machine learning techniques, 

including Random Forest, Decision Tree, Naïve Bayes, K-Nearest Neighbors (K-NN), and 

Support Vector Machine (SVM). Each of these models offers unique strengths and 

capabilities, contributing to a comprehensive approach in exploring and analyzing the dataset 

for predicting postpartum depression. 

 

 
3.3.1 Random Forest 

Random forest is a widely-used machine learning algorithm which combines the 

output of multiple decision trees to reach a single result. The algorithm’s strength lies in its 

ability to handle complex datasets and mitigate overfitting, making it a valuable tool for 

various predictive tasks in machine learning. 
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3.3.2 Decision tree 

A Decision Tree is a non-parametric supervised learning algorithm for classification 

and regression tasks. It has a hierarchical tree structure consisting of a root node, branches, 

internal nodes, and leaf nodes. The name itself suggests that it uses a flowchart like a tree 

structure to show the predictions that result from a series of feature-based splits. 

 

3.3.3 Naïve Bayes 

Naïve Bayes classifier is one of the simple and most effective Classification algorithm 

which helps in building the fast machine learning models that can make quick predictions. It 

is a probabilistic classifier, which means it predicts on the basis of the probability of an 

object. 

 

3.3.4 K-NN 

The K-NN algorithm is a supervised machine learning model. That means it predicts a 

target variable using one or multiple independent variables. When making predictions, it 

calculates the distance between the input data point and all the training examples, using a 

chosen distance metric such as Euclidean distance. 

 

 

3.3.5 Support Vector Machine 

 
Support Vector Machines (SVMs) are predictive models commonly employed in both 

classification and regression tasks. They are renowned for their capability to identify the 

optimal hyperplane that maximizes the separation margin between distinct classes within the 

feature space. By adjusting a regularization parameter, SVMs strike a balance between 

maximizing this margin and minimizing classification errors, rendering them adaptable and 

versatile for various prediction tasks. 

 
3.4 Model Training and Evaluation 

 
The five distinct machine learning algorithms were trained using the designated training 

set. Following training, the performance of each model was meticulously assessed through a 

comprehensive evaluation process. This evaluation encompassed the calculation of key 

metrics such as Accuracy, ROC AUC score, classification report, and confusion matrix. 
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3.4.1 Accuracy 

 
Accuracy is a common metric used to evaluate the performance of a model, particularly 

in classification tasks. Accuracy represents the proportion of correctly classified instances out 

of the total instances in the dataset. 

Mathematically, accuracy can be expressed as: 

Accuracy = True positive + True negative 

Total Predictions 
 

3.4.2 ROC AUC Score 

 
ROC AUC (Receiver Operating Characteristic Area Under the Curve) is another 

important metric used in evaluating the performance of classification models, particularly 

binary classifiers. It measures the area under the ROC curve, which is a plot of the true 

positive rate (Sensitivity) against the false positive rate (1 - Specificity) for different threshold 

values. 

 
The ROC AUC score ranges from 0 to 1, where: 

• A score of 1 indicates perfect classification performance. 

• A score of 0.5 indicates performance equivalent to random guessing. 

 

3.4.3 Classification Report 

 
A classification report is a summary of various evaluation metrics for each class in a 

classification problem. Typically, it includes metrics such as precision, recall, F1-score, and 

support for each class. 

 
3.4.4 Confusion Matrix 

 
A confusion matrix is a table that is often used to describe the performance of a 

classification model on a set of test data for which the true values are known. It allows 

visualization of the performance of a classification algorithm by comparing actual values with 

predicted values. 

 
The confusion matrix consists of four main components: 

1. True Positive (TP): The number of observations correctly predicted as positive by the model. 

2. True Negative (TN): The number of observations correctly predicted as negative by the 
model. 
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3. False Positive (FP): Also known as Type I error, it is the number of observations incorrectly 
predicted as positive by the model when they are actually negative. 

4. False Negative (FN): Also known as Type II error, it is the number of observations 
incorrectly predicted as negative by the model when they are actually positive. 
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4. SOURCE CODE 
 

 

 

 

 

 

 

 

 

Accuracy score and Classification report Accuracy score and Classification report 

of Support Vector Machine  of Random Forest 
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Accuracy score and Classification report Accuracy score and Classification report 

Of Decision Tree  of K-NN 
 

 

 

 

 
 

Accuracy score and Classification report 

of Naïve Bayes 
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5. RESULTS 

 
Performance of the models were evaluated on the basis of metrics such as Accuracy, 

Precision, Recall, F1 score and ROC AUC score. The models selected were Random Forest, 

Decision Tree, Naïve Bayes, K-NN and Support Vector Machine. Random forest achieved 

the highest Accuracy of 99% followed by Decision Tree with 96%. Naïve Bayes have the 

least Accuracy score of 79.73%. 
 
 

 
                       Comparison graph showing accuracy score of 

                                                 five algorithms 

 
 

The area under the receiver–operating-characteristic curve (AUC) of Random forest was 

highest with a value of 1.0. Decision Tree achieved AUC value of 0.99 making it second best 

performance model. Naïve Bayes had the least AUC value of 0.82. 

 

                  AUC – ROC score output of five algorithms 
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 Output of accuracy, classification report and confusion matrix  

                               of random forest algorithm 

 

 

In the depicted results, the Accuracy score, Classification report, and Confusion matrix 

pertain to the Random Forest model. Random Forest exhibits the highest Accuracy and ROC 

AUC score among the evaluated models. Moreover, it demonstrates the highest Sensitivity at 

100% and the highest Specificity at 97%, showcasing its superior performance. Following 

Random Forest, the Decision Tree model achieves a Sensitivity of 97.9% and a Specificity of 

93.3%. Conversely, Naive Bayes records the lowest Sensitivity at 79.6% and a Specificity of 

80%. 
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The performance of the Random Forest model was further assessed by testing it with new data 

sets that were not included in the initial training or testing phases. The Random Forest model 

made predictions indicating that the patient is feeling anxious, suggesting the presence of 

postpartum depression. This determination was based on the predictive attribute of "Feeling 

Anxious," which was considered as an indicator of postpartum depression. 
 

 

 

 

 

 Prediction of postpartum depression using random forest model 
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6. CONCLUSION 

 
In our study, we conducted a thorough assessment of the performance of five distinct Machine 

Learning algorithms, each representing different methodologies and approaches to predictive 

modelling. These algorithms included Random Forest, Decision Tree, Naïve Bayes, K-NN, 

and Support Vector Machine. Our evaluation process involved the use of several key metrics 

to gauge the effectiveness of each algorithm in predicting postpartum depression. These 

metrics encompassed a range of criteria, including Accuracy, Precision, Recall, F1 score, and 

ROC AUC score. 

 
Upon analyzing the results, we found that Random Forest emerged as the standout performer, 

demonstrating exceptional performance across multiple metrics. Notably, it achieved the 

highest accuracy score of 99% and the highest ROC AUC score of 1.0. This indicates that 

Random Forest excelled in both accurately classifying instances and distinguishing between 

positive and negative cases of postpartum depression. 

 

Given its impressive performance, Random Forest model was further used to predict 

Postpartum Depression. By leveraging the predictive capabilities of this model, we aimed to 

identify individuals who may be at risk of experiencing postpartum depression, thereby 

facilitating early intervention and support. 

 

Thus the findings presented suggests that Machine Learning approaches might constitute a 

valid choice for the identification of patients at risk of Postpartum Depression. 
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