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Study on Classification Algorithms of Machine learning

CHAPTER 1

MACHINE LEARNING

Machine Learning is a branch of artificial intelligence that develops
algorithms by learning the hidden patterns of the datasets used it to make
predictions on new similar type data, without being explicitly programmed
for each task. Traditional Machine Learning combines data with statistical
tools to predict an output that can be used to make actionable insights. It is a
subfield of artificial intelligence that involves the development of algorithms
and statistical models that enable computers to improve their performance in
tasks through experience.

Arthur Samuel, an early American leader in the field of computer gaming and
artificial intelligence, coined the term “Machine Learning” in 1959 while at
IBM. He defined machine learning as “the field of study that gives computers

the ability to learn without being explicitly programmed”

1.1 EVOLUTION OF MACHINE LEARNING

1950 - Alan Turing proposes "learning machine"

1952 - Arthur Samuel developed first machine learning program that could
play Checkers

1957 - Frank Rosenblatt designed the first neural network program simulating
human brain

1967 - Nearest neighbour algorithm created - start of basic pattern recognition
1979 - Stanford University students develop first self - driving cart that  can
navigate and avoid obstacles in a room

1982 - Recurrent Neural Network developed

1989 - Reinforcement Learning conceptualized
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Beginning of commercialization of Machine Learning
1995 - Random Forest and Support Vector machine algorithms developed
1997 - IBM's Deep Blue beats the world chess champion Gary

Kasparov
2006 - First machine learning competition launched by Netflix

Geoffrey Hinton conceptualizes Deep Learning
2010 - Kaggle, a website for machine learning competitions, launched
2011 - IBM's Watson beats two human champions in Jeopardy
2016 - Google’s AlphaGo program beats unhandicapped professional
human player
2017 - Transfer learning becomes a prominent technique, allowing pre-
trained models to be adapted to new tasks with limited data.
2018 - Transformers, a novel architecture based on self-attention
mechanisms, revolutionize natural language processing tasks.
2019 - Microsoft launched the Turing Natural Language Generation generative
language model with 17 billion parameters
2020 - GPT-3, developed by OpenAl, showcases the power of large-scale
language models in various natural language understanding and generation
tasks.
2022 - ChatGPT was released for public use.
2023 - Advancements in quantum machine learning begin to emerge,
exploring the potential of quantum computing to accelerate certain machine
learning algorithms.
2024 - Continued progress in federated learning and privacy-preserving
machine learning techniques enhances collaboration on shared datasets

while preserving data privacy

1.2 TYPES OF MACHINE LEARNING

Machine learning implementations are classified into three major categories,
depending on the nature of the learning “signal” or “response” available to a

learning system which are as follows:
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Supervised learning: Supervised learning is the machine learning task of
learning a function that maps an input to an output based on example input-
output pairs.

In supervised learning, each example in the training set is a pair consisting of
an input object (typically a vector) and an output value. A supervised learning
algorithm analyses the training data and produces a function, which can be
used for mapping new examples. In the optimal case, the function will
correctly determine the class labels for unseen instances. Both classification
and regression problems are supervised learning problems. A wide range of
supervised learning algorithms are available, each with its strengths and
weaknesses. There is no single learning algorithm that works best on all

supervised learning problems.

i

!
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!

)

Unsupervised learning:
Unsupervised learning is a type of machine learning algorithm used to draw

from datasets consisting of input data without labelled responses. In
unsupervised learning algorithms, a classification or categorization is not
included in the observations. There are no output values and so there is no
estimation of functions. Since the examples given to the learner are
unlabelled, the accuracy of the structure that is output by the algorithm cannot
be evaluated. The most common unsupervised learning method is cluster
analysis, which is used for exploratory data analysis to find hidden patterns

or grouping in data.
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Reinforcement learning:
This is somewhere between supervised and unsupervised learning. The

algorithm gets told when the answer is wrong, but does not get told how to
correct it. It has to explore and try out different possibilities until it works out
how to get the answer right. Reinforcement learning is sometime called
learning with a critic because of this monitor that scores the answer, but does

not suggest improvements.

Reinforcement learning is the problem of getting an agent to act in the world
so as to maximize its rewards. A learner (the program) is not told what actions
to take as in most forms of machine learning, but instead must discover which
actions yield the most reward by trying them. In the most interesting and
challenging cases, actions may affect not only the immediate reward but also

the next situations and, through that, all subsequent rewards.

1.3 APPLICATIONS OF MACHINE LEARNING

Companies are using Machine Learning to improve business decisions,
increase productivity, detect disease, forecast weather, and do many more
things. With the exponential growth of technology, we not only need better
tools to understand the data we currently have, but we also need to prepare
ourselves for the data we will have. To achieve this goal, we need to build
intelligent machines. We can write a program to do simple things. But most
of the time, Hardwiring Intelligence in it is difficult. The best way to do it is
to have some way for machines to learn things themselves. A mechanism for
learning — if a machine can learn from input, then it does the hard work for
us. This is where Machine Learning comes into action.

Some of the most common examples are: Image Recognition, Speech
Recognition, Recommender Systems, Fraud detection, Self-driving cars,

Medical Diagnosis, Stock Market Trading, Virtual Try on.
1.4 LIMITATIONS OF MACHINE LEARNING

Machine learning has been transformative in some fields, machine-learning

programs often fail to deliver expected results. Reasons for this are numerous:
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lack of (suitable) data, lack of access to the data, data bias, privacy problems,
badly chosen tasks and algorithms, wrong tools and people, lack of resources,
and evaluation problems. In 2018, a self-driving car from Uber failed to
detect a pedestrian, who was killed after a collision.

Attempts to use machine learning in healthcare with the IBM Watson system
failed to deliver even after years of time and billions of dollars invested.
Machine learning has been used as a strategy to update the evidence related
to systematic review and increased reviewer burden related to the growth of
biomedical literature. While it has improved with training sets, it has not yet
developed sufficiently to reduce the workload burden without limiting the

necessary sensitivity for the findings research themselves.

1.5 CLASSIFICATION ALGORITHMS

Classification is the process of recognizing, understanding, and grouping
ideas and objects into preset categories or “sub-populations.” Using pre-
categorized training datasets, machine learning programs use a variety of
algorithms to classify future datasets into categories.

Classification algorithms in machine learning use input training data to
predict the likelihood that subsequent data will fall into one of the
predetermined categories. One of the most common uses of classification is
filtering emails into “spam” or “non-spam.” Using classification algorithms,
text analysis software can perform tasks like aspect-based sentiment analysis
to categorize unstructured text by topic and polarity of opinion.

The study of classification in statistics is vast, and there are several types of
classification algorithms depending on the dataset. Following are the most
common algorithms in machine learning:

* Logistic Regression * Decision Tree

* Support Vector Machines * Naive Bayes
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CHAPTER 2

LOGISTIC REGRESSION

Logistic regression is a supervised machine learning algorithm mainly used
for classification tasks where the goal is to predict the probability that an
instance belongs to a given class or not. It is a kind of statistical algorithm,
which analyse the relationship between a set of independent variables and the
dependent binary variables. It is a powerful tool for decision-making. For

example, email spam or not.

In this chapter we introduce an algorithm that is admirably suited for
discovering the link between features or cues and some particular outcome:
logistic regression. Indeed, logistic regression is one of the most important
analytic tools in the social and natural sciences. In natural language
processing, logistic regression is the base- line supervised machine learning
algorithm for classification, and also has a very close relationship with neural

networks.

2.1 MATHEMATICAL FRAMEWORK

BASIC DEFINTIONS

Independent variables: The input characteristics or predictor factors applied
to the dependent variable’s predictions.

Dependent variable: The target variable in a logistic regression model,
which we are trying to predict.

Logistic function: The formula used to represent how the independent and
dependent variables relate to one another. The logistic function transforms
the input variables into a probability value between 0 and 1, which represents

the likelihood of the dependent variable being 1 or 0.
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Odds: It is the ratio of something occurring to something not occurring. It is
different from probability as the probability is the ratio of something

occurring to everything that could possibly occur.

Log-odds: The log-odds, also known as the logit function, is the natural
logarithm of the odds. In logistic regression, the log odds of the dependent
variable are modelled as a linear combination of the independent variables
and the intercept.

Coefficient: The logistic regression model’s estimated parameters, show how
the independent and dependent variables relate to one another.

Intercept: A constant term in the logistic regression model, which represents

the log odds when all independent variables are equal to zero.

LOGISTIC FUNCTION (SIGMOID FUNCTION):

The sigmoid function is a mathematical function used to map the predicted
values to probabilities. It maps any real value into another value within a
range of 0 and 1. The value of the logistic regression must be between 0 and
1, which cannot go beyond this limit, so it forms a curve like the “S” form.
The S-form curve is called the Sigmoid function or the logistic function. In
logistic regression, we use the concept of the threshold value, which defines
the probability of either O or 1. Such as values above the threshold value tends

to 1, and a value below the threshold values tends to 0.

ALGORITHM OF LOGISTIC REGRESSION

Logistic regression is a supervised machine learning algorithm mainly used
for binary classification where we use a logistic function, also known as a
sigmoid function that takes input as independent variables and produces a
probability value between 0 and 1. For example, we have two classes Class
0 and Class 1 if the value of the logistic function for an input is greater than
0.5 (threshold value) then it belongs to Class 1 it belongs to Class 0. It’s
referred to as regression because it is the extension of linear regression but is
mainly used for classification problems. The difference between linear

regression and logistic regression is that linear regression output is the
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continuous value that can be anything while logistic regression predicts the
probability that an instance belongs to a given class or not.

Let the independent input features be,

X11 " X1im
Xn1 °° Xnm

The dependent variable is Y having only binary value i.e. O or 1.

V= {0 if class 1
1 if class 2

then apply the multi-linear function to the input variables X

Y=0_Q"=-1wixi) +b
Here xi is the observation of X,
wi= [w1, W2, ..., wm]is the weights or Coefficient, and b is the bias term also

known as intercept. Simply this can be represented as the dot product of

weight and bias.

Z=w-X+Db

Now we use the sigmoid function where the input will be z and we find the

probability between 0 and 1.

O'(Z) = 1—e—2
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— logistic
1.0 - : . r —
0.8 1
0.6 1 - /
Y /
0.4
0.2
0.0 A————+— : : : !
6 -4 2 0 2 4 6
e)(
Figure 2.1

As shown above, the figure sigmoid function converts the continuous

variable data into the probability i.e. between 0 and 1.

* 0(2) Tends towards 1 as

Z — oo
« 0(Z) Tends towards 0 as
7 > —
* o(z) is always bounded between 0 and 1

Where the probability of being a class can be measured as :
P(y=1)=0(2)
Py=0=1-0(2)

LOGISTIC REGRESSION EQUATION
The odd is the ratio of something occurring to something not occurring. it is

different from probability as the probability is the ratio of something

occurring to everything that could possibly occur. So odd will be;
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P(x)

= pZ
1-P(x)

Applying natural log on odd. then log odd will be;

P(x) 1_
1-p)l 2

log [

log [:Sa)] = w'X+b

then the final Logistic regression equation will be:

e(z)'X+b 1

+e(1)'X+b — 1+e—w-X+b

p(X;b w) =1

LIKELIHOOD FUNCTION FOR LOGISTIC REGRESSION

The likelihood function is the probability that the observed value of the
dependent variable may be predicted from the observed values of the
independent variables.

The predicted probabilities will p (X; b, @) = p(x) for y=1 and for y = 0
predicted probabilities will 1—p (X; b, @) n = 1- p(x).

L) =| | npGi(t—pea)t

Taking natural logs on both sides
I(b, w) =log (L (b, w))
=Xiz1yilog p(xi) + (1-y1) log (1 -p(x1))
= Xi=1 i log p(xi) +log(1 — p(x1)) yilog(1 - p(xi))

P(x;)

=Yt log(1 —p(x)+ X y; log 1-P(x;)
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=Y, —log 1—e~ @i+ D) 4 31y, (wx; 4 b)
=—logl+ e®®i+b 4+ ¥ v (wix; 4+ b)
GRADIENT OF THE LOG — LIKELTHOOD FUNCTION

To find the maximum likelihood estimates, we differentiate with respect to

w’

UAG®) _ 1
aw] - =1 1+ewxl+b

n n
= - ZP(Xiib'w)xij'l' Z)’ixij
i=1 =1

= Xit1yi — p(xi; b, w))xij

wiXi+ b n
e Wi+ D) it T yi Xy

2.2 IMPLEMENTATION OF LOGISTIC REGRESSION
IRIS DATASET

The Iris flower data set or Fisher's Iris data set is a multivariate data set used
and made famous by the British statistician and biologist Ronald Fisher in his
1936 paper The use of multiple measurements in taxonomic problems as an
example of linear discriminant analysis. The data set consists of 50 samples
from each of three species of Iris (Iris setosa, Iris virginica and Iris versicolor).
Four features were measured from each sample: the length and the width of
the sepals and petals, in centimetres. The dataset contains a set of 150 records
under five attributes: sepal length, sepal width, petal length, petal width and

species.
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o Bz obe

import pandas as pd
import matplotlib.pyplot as plt

o
+ W sample_daia import sklearn
o | iriscsv from sklearn.linear_model impori LogisticRegression
T B R
(] Y @ from sklearn.datasets inport load_iris
iris = load_iris()
print(iris)
B ('data': 2.5, 1.4, 2.2],
(4.9 0.2],
e.2],
0.2],
8.2],
0.4],
0.3],
8.2],
e.2],
6.1],
0.2],
0.2],
6.1],
0.1],
<> e.2],
0.4],
6.4],
=)
0.3
Disk 51.88 GB avallable 0.2

Here the first code imports various libraries including Pandas,
Matplotlib,Numpy,Sklearn, and Logistic Regression.These libraries are used
for the data analysis, visualization, Machine Learning and statistical
modeling. The second code imports sklearn.datasets module and then loads

the iris dataset.

: - . & ) Sy An e e was uaas
L =K-FN |
¥ [3] iris.keys(}
) [ Y
dict_keys(['data’, ‘target’, 'frame’, 'target_names’, 'DESCR’, 'foature names', ‘filename’, 'data module'])
[}
Y [4] print{iris.target_names)
]
['setosa’ 'versicolor' ‘wirginica']
¥ [5] print(iris.feature_nanes)
['sepal length (cm)’, 'sepal width (cm)', 'petal length (cm)', 'petal width (cm)']
v [6] df=pd.DataFrame(iris.data)
print(df.head())
9 1 2 3
@ 5.1 3.5 1.4 0.2
1 49 3.2 1.4 0.2
2 47 3.2 1.3 0.2
3 4.6 2.1 1.5 0.2
5.0 3.6 1.4 0.2
<>
¥ [17] df.columns=iris.feature names
= df.head()
sepal length (cm) sepal width (cm) petal length (cm) petal width (em) [
v Os  completed at 9:52AM ]

eiris.keys() imports the keys of iris data set.

eprint(iris.target names) prints the target names of the iris dataset which are
'setosa’,'versicolor','virginica'.

eprint(iris.feature_names). This code is used to print the feature names of the
Iris dataset. The names of the features are "sepal length (cm)", "sepal width
(cm)", "petal length (cm)", and "petal width (cm)".
«df=pd.DataFrame(iris.data) print(df.head())

This code creates a Pandas DataFrame from the iris.data variable. The
iris.data variable is a NumPy array containing the sepal length, sepal width,
petal length, and petal width measurements for 150 iris flowers.

The df.head() method prints the first five rows of the DataFrame.
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w—  + Code + Text
¥ [17] df.columns=iris.feature_names

Q dF.head()

{x} sepal length (cm) sepal width (cm) petal length (cm) petal width (cm) [H
0 5.1 35 14 02

(]
1 49 30 14 02

D 2 4.7 32 13 02
3 46 34 15 02
4 5.0 36 14 02
Distributions

2-d distributions

+ 0s  comoleted at 9:52 AM

The code df.columns=Iris.feature_names df.head() is used to print the column

names and the first five rows of a DataFrame named df.

Q v [a8] df.info()

) ndas .core. frame.DataFrame’ >
150 entries,
t ns (total 4 columns)
(o] #  Column Dtype
=] 8 sepal length (cm)

1 sepal width (cm)
2 petal length (cm) 15
3 petal width (cm) 150 non-null  floates
dtypes: floatsa(a)

memory usage: 4.8 KB

floated

¥ [9] X=iris.data
Y=iris.target
print(X.shape)

int(¥.shape)

(15
(138,)

¥ [10] X_train,X test,¥ train,Y test=sklearn.model selection.train test split(X,Y,test size=0.25,random_state=2)

<>

¥ [11] lorg=LogisticRegression(random_state=o)
= lorg.fit(X_train,¥_train)
. LogisticRegression

LogisticRegression(randon state-g)
v 0s  comoleted at 9:52 AM

*The code is dfiinfo() is a function in the pandas library that prints
information about a DataFrame.The function prints the number of rows and
columns in the DataFrame,the data types of each column, memory usage of
the DataFrame.

*The code

X-iris.data

Y-iris.target print(X.shape)

print(Y.shape)

prints the shape of the data and target arrays. The data array has a shape of
(150, 4), which means that there are 150 samples, each with 4 features. The
target array has a shape of (150,), which means that there are 150 target
values, one for each sample.

*The code

X train,X test,Y train,Y test=sklearn.model selection.train_test split(X,

Department of Mathematics, St .Teresa’s College (Autonomous),Ernakulam | 13
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Y,test size=0.25,random_state=2) is a Python code for splitting data into
train and test sets. The code splits the data into two sets, X train and X test.
The X train set will be used to train the model, and the X test set will be
used to test the model. The train test split() function is a useful tool for
splitting data into train and test sets.

*The code lorg=LogisticRegression(random_state=0)
lorg.fit(x_train,Y train) is for a Python program that implements a logistic
regression classifier. Logistic regression is a statistical model that is used to
predict the probability of an event occurring. In this case, the program is
being used to predict whether or not a flower is a setosa, versicolor, or
virginica.

Qv [40] v_pred=lorg.predict(x_test)
print(¥_pred)
{x}

[p620020220000011012121211060820220121062

¥ [43] from sklearn.metrics import accuracy_score

0.9736842105263158

*The code Y _pred=lorg.predict(X_test)

print (Y _pred) is a code snippet from a Python program. It uses the
LogisticRegression class from scikit-learn to predict the species of a flower
based on its sepal length, sepal width, petal length, and petal width. The code
first splits the data into training and test sets. Then, it trains a
LogisticRegression model on the training set. Finally, it evaluates the model
on the test set and prints the accuracy.

*The code from sklearn.metrics import confusion matrix

cm=confusion matrix(Y test ,Y pred) then creates a confusion matrix
variable called cm and assigns it the value of the confusion matrix function
call. The confusion_matrix function call takes the y test and y pred variables
as arguments. The y_test variable is the actual labels of the test data and the
y_pred variable is the predicted labels of the test data.

*The code from sklearn.metrics import accuracy score

print(accuracy score(Y test,Y pred)) is a Python code snippet that uses the
accuracy_score function from the sklearn.metrics module to calculate the

accuracy of a classification model.
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Here we got an 97% accuracy which shows that the model built is very

accurate.

2.3 ADVANTAGES AND DISADVANTAGES
Advantages

Logistic Regression performs well when the dataset is linearly separable. It
is less prone to over-fitting but it can overfit in high dimensional datasets. It
not only gives a measure of how relevant a predictor (coefficient size) is, but
also its direction of association (positive or negative). It is easier to

implement, interpret and very efficient to train.

Disadvantages

Main limitation of Logistic Regression is the assumption of linearity between
the dependent variable and the independent variables. In the real world, the
data is rarely linearly separable. Most of the time data would be a jumbled
mess. If the number of observations are less than the number of features,
Logistic Regression should not be used, otherwise it may lead to overfit.

It can only be used to predict discrete functions. Therefore, the dependent
variable of Logistic Regression is restricted to the discrete number set. This
restriction itself is problematic, as it is prohibitive to the prediction of

continuous data.
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CHAPTER 3

DECISION TREE

Decision tree learning is one of the most widely used and practical methods
for inductive inference. It is a method for approximating discrete-valued
functions that is robust to noisy data and capable of learning disjunctive
expressions. This chapter describes a family of decision tree learning
algorithms that includes widely used algorithms such as ID3, CHI —
SQUARE and REDUCTION IN VARIANCE. These decision tree learning
methods search a completely expressive hypothesis space and thus avoid the
difficulties of restricted hypothesis spaces. Their inductive bias is a
preference for small trees over large trees.

Decision tree learning is a method for approximating discrete-valued target
functions, in which the learned function is represented by a decision tree.
Learned trees can also be re-represented as sets of if-then rules to improve
human readability. These learning methods are among the most popular of
inductive inference algorithms and have been successfully applied to a broad
range of tasks from learning to diagnose medical cases to learning to assess

credit risk of loan applicants.

3.1 MATHEMATICAL FRAMEWORK

Decision tree is a hierarchical data structure that represents data through a di
vide and conquer strategy. In this class we discuss decision trees with
categorical labels, but non-parametric classification and regression can be

performed with decision trees as well.
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BASIC DEFINITONS

Root Node: A decision tree’s root node, which represents the original choice
or feature from which the tree branches, is the highest node.

Internal Nodes (Decision Nodes): Nodes in the tree whose choices are
determined by the values of particular attributes. There are branches on these
nodes that go to other nodes.

Leaf Nodes (Terminal Nodes): The branches’ termini, when choices or
forecasts are decided upon. There are no more branches on leaf nodes.
Branches (Edges): Links between nodes that show how decisions are made
in response to particular circumstances.

Splitting: The process of dividing a node into two or more sub-nodes based
on a decision criterion. It involves selecting a feature and a threshold to create
subsets of data.

Parent Node: A node that is split into child nodes. The original node from
which a split originates.

Child Node: Nodes created as a result of a split from a parent node.

Decision Criterion: The rule or condition used to determine how the data
should be split at a decision node. It involves comparing feature values
against a threshold.

Pruning: The process of removing branches or nodes from a decision tree to
improve its generalization and prevent overfitting.

Entropy: A decision tree is built top-down from a root node and involves
partitioning the data into subsets that contain instances with similar values
(homogeneous). ID3 algorithm uses entropy to calculate the homogeneity of

a sample. if Entropy E(s) = 0 means it is Completely homogenic.

Consider a dataset with 'c' classes. The entropy may be calculated using the

formula below:

Entropy = Y.{_; —pi* logz(p:)
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p; 1s the probability of randomly selecting an example in class i. The logarithm of
fractions gives a negative value, and hence a '-' sign is used in the entropy formula to

negate these negative values.

Some useful relation between probability and entropy (consider binary

classification):

1. Probability (Both Class) = 0.5 & Entropy = 1

2. Probability (Either or Both Class) = 0 & Entropy = 0 it is called Leaf Node
& stop Split.

Information gain : The information gain is based on the decrease in entropy
after a dataset is split on an attribute. Constructing a decision tree is all about
finding attribute that returns the highest information gain (i.e., the most

homogeneous branches).
Gain (S, A) = Entropy (S) — Xyep, % Entropy(Sv)

= Entropy (5) — Weighted entropy gain

Weighted entropy gain:

Weighted entropy gain is a measure used in decision tree algorithms to determine the
best split for a given node in the tree. It calculates the reduction in entropy (or increase
in information purity) that would result from splitting the data based on a particular
attribute. The "weighted" part refers to taking into account the distribution of data
samples across different classes when calculating the entropy gain. It's essentially the
weighted average of the entropy gains for each possible split, where the weight is the

proportion of data samples in each class.

Weighted entropy gain = },,¢p, % Entropy(Sv)

Above is weighted average for all node

1. |Sv|= sum of every node values
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2. |S| = sum of set S node values

3. Entropy (Sv) = entropy of current node

TYPES OF DECISION TREE ALGORITHMS

There are many types of decision tree algorithms used today for all sorts of
tasks, but we’ve chosen three of the more popular versions and illustrated
their general abilities. Algorithms are ID3, Chi-Square and Reduction in
Variance. All types can be used to solve problems or answer questions from

the simple to the most intricate and detailed

1. ID3

Iterative Dichotomise 3, or ID3, developed by Ross Quinlan in 1983, is a
nominal decision tree used to split two or more features into groups at every
step. It uses a top-down greedy approach, which means you start from the top

and go down, while

"greedy" means you pick the best option at that moment and move to the next

step.

STEPS OF ID3 ALGORITHMS

1. Select Root node(S) based on low Entropy and Highest Information Gain

2.0n each iteration of an algorithms, it calculates the Entropy and

Information gain, considering that every node is unused

3. Select node base on Lowest Entropy or Highest I.G

4. Then splits set S to produce the subsets of data

5. An algorithm continuous to recur on each subset and make sure that

attributes are fresh and creates the decision, Tree.
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2. CHI - SQUARE

Chi -Square is also known as CHAID (Chi-Squared automatic interaction
detection) is a highly visual and easy-to-understand decision tree that uses
input variables to help decide the best possible result. These can often be used
in direct marketing situations where having an idea of how participants are
likely to best respond would be helpful. Chi-square also allows for much
more precision and accuracy because nodes can be split multiple times and

allow for more data to be processed.

3. REDUCTION IN VARIANCE

This algorithm splits the chosen nodes in a continuously changing target
variable. It's named after the fact that it uses variance to measure and decide
how nodes are split into child nodes or sub-nodes. Let's learn about most
widely used ID3 algorithm more.

Among these ID3 algorithm is most commonly used. Let's learn more about

ID3 algorithm and steps involved.

3.2 IMPLEMENTATION OF DECISION TREE

BREAST CANCER DATASET
Breast cancer dataset is taken to implement decision tree algorithm. Features are
computed from a digitized image of a fine needle aspirate (FNA) of a breast mass.

They describe characteristics of the cell nuclei present in the image.
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3.3 ADVANTAGES AND DISADVANTAGES

Advantages

Decision trees are self-explanatory and when compacted they are also easy to
follow. In other words, if the decision tree has a reasonable number of leaves,
it can be grasped by non-professional users. Furthermore, decision trees can
be converted to a set of rules. Thus, this representation is considered as
comprehensible. They can handle both nominal and numeric input attributes.
Decision tree representation is rich enough to represent any discrete value
classifier. They are capable of handling datasets that may have errors and
missing values. Decision trees are considered to be a nonparametric method.
This means that decision trees have no assumptions about the space

distribution and the classifier structure.

Disadvantages

Most of the algorithms (like ID3 and C4.5) require that the target at tribute
will have only discrete values. As decision trees use the divide and conquer"
method, they tend to perform well if a few highly relevant attributes exist,
but less so if many complex interactions are present. One of the reasons for
this is that other classifiers can compactly describe a classifier that would be
very challenging to represent using a decision tree. A simple illustration of
this phenomenon is the replication problem of decision trees (Pagallo and
Huassler, 1990). Since most decision trees divide the instance space into
mutually exclusive regions to represent a concept, in some cases the tree
should contain several duplications of the same sub-tree in order to rep resent
the classifier. For instance, if the concept follows the following binary
function: y = (A1 nA2) U (A3n A4) then the minimal univariate decision tree
that represents this function is illustrated in Figure 9.3. Note that the tree
contains two copies of the same subtree. The greedy characteristic of
decision trees leads to another disadvantage that should be pointed out. This
1s its over-sensitivity to the training set, to irrelevant attributes and to noise

(Quinlan, 1993).
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CHAPTER 4

SUPPORT VECTOR MACHINE (SVM)

Support Vector Machines (SVM’s) are a relatively new learning method used
for binary classification. It was introduced by Vladimir Vapnik and
colleagues. The earliest mention was in (Vapnik, 1979), but the first main
paper seems to be (Vapnik, 1995). The basic idea of SVM is to find a
hyperplane which separates the d-dimensional data perfectly into its two
classes. However, since data is often not linearly separable, SVM’s introduce
the notion of a ‘kernel an induced feature space’ which casts the data into a
higher dimensional space where the data is separable. Typically, casting into
such a space would cause problems computationally, and with overfitting.
The key insight used in SVM’s is that the higher-dimensional space doesn’t
need to be dealt with directly (as it turns out, only the formula for the dot-
product in that space is needed), which eliminates the above concerns.
Furthermore, the VC-dimension (Vapnik-Chervonenkis dimension, a
measure of a system’s likelihood to perform well on unseen data) of SVM’s
can be explicitly calculated, unlike other learning methods like neural
networks, for which there is no measure. Overall, SVM’s are intuitive,
theoretically well- founded, and have shown to be practically successful.
SVM’s have also been extended to solve regression tasks (where the system
is trained to output a numerical value, rather than “yes/no” classification).
In this chapter we are going see the mathematical formulation of support
vector machine, the implementation of dataset in SVM and some importance

and limitations.
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4.1 MATHEMATICAL FRAMEWORK

BASIC DEFINITIONS

Hyperplane: Hyper plane is the decision boundary that is used to separate
the data points of different classes in a feature space. In the case of a linear
equation, it will be a linear equation i.e., wx+b =0

Support Vectors: Support vectors are the closest data points to the
hyperplane, which plays an important role in deciding the hyperplane and the
margin.

Margin: Margin is the distance between the support vector and the
hyperplane. The main objective of the support vector machine algorithm is
to maximize the margin. The wider the margin indicates better classification
performance.

Kernel: The SVM kernel is a function that takes low-dimensional input space
and transforms it into higher-dimensional space, that is it converts non
separable problems to separable problems. It is mostly useful in non-linear
separation problems. Simply put the kernel, does some extremely complex
data transformation and then finds out the process to separate the data based
on the labels or output defined.

Linear: K (w,b)=wlix+b

Polynomial: K (w, x) = (ywTx + b) N

Gaussian RBF: K (w, x) = exp (—y |Ixi — xj||")
Sigmoid: K (x;,x;) = tanh (ax] x;+b)

There are other such kernels too.

Hard Margin: The maximum-margin hyperplane or the hard margin
hyperplane is a hyperplane that properly separates the data points of different
categories without any misclassifications.

Soft Margin: When the data is not perfectly separable or contains outliers,
SVM permits a soft margin technique. Each data point has a slack variable

introduced by the soft margin SVM formulation, which softens the strict
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margin requirement and permits certain misclassification or violations. It
discovers a compromise between increasing the margin and reducing

violations.

C: Margin maximization and misclassification fines are balanced by the
regularisation parameter C in SVM. The penalty for going over the margin
or misclassifying data items are decided by it. A stricter penalty is imposed
with a greater value of C, which results in a smaller margin and perhaps
fewer misclassifications.

Hinge Loss: A typical loss function in SVM is hinge loss. It punishes
incorrect classifications or margin violations. The objective function in SVM
is frequently formed by combining it with the regularisation term.

Dual Problem: A dual problem of the optimisation problem that requires the

Lagrange multipliers related to the support vectors can be used to solve SVM.

The dual problem enables the use of kernel tricks and more effective

computing.
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Figure 4.1

The figure 4.1 shows the graph of linear SVM in accordance with some of

the basic terminologies that we went through.

Types of Support Vector Machine

Based on the nature of the decision boundary, SVM can be classified into two

main parts:
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1. Linear Support Vector Machine

Linear SVMs use a linear decision boundary to separate the data points of
different classes. When the data can be precisely linearly separated, linear
SVMs are very suitable. This means that a single straight line (2D) or a
hyperplane (in higher dimensions) can entirely divide the data points into
their respective classes. A hyperplane that maximizes the margin between the

classes is the decision boundary.

Linear Separable Binary Classification (Hard Margin)

We have L training points, where each input xi has D attributes (i.e. is
of dimensionality D) and is in one of two classes yi = -1 or +1, i.e. our
training data is of the form:

{xi, yi} wherei=1....L,yi € {~1,1}, x € RD

Here we assume the data is linearly separable, meaning that we

can draw a line on a graph of x1 vs x2separating the two classes

when D =2 and a hyperplane on graphs of x1, x2 ...xp for when
D>2.

This hyperplane can be described by w - x + b = 0 where:

* w is normal to the hyperplane.

®_is the perpendicular distance from the hyperplane to the

lIwll

origin.
Support Vectors are the examples closest to the separating hyperplane and the

aim of Support Vector Machines is to orientate this hyperplane in such a way

as to be as far possible from the closest members of both classes.
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Figure 4.2: Hyperplane through two linearly separable classes.
From Figure 4.2, implementing a SVM boils down to selecting the
variables w and b so that our training data can be described by:
xi*w+b>+1 foryi=+1 4.1)
xi-w+b<-1 fory=-1 4.2)
These equations can be combined into:
yi(xi-w+b)—1=>0Vi 4.3)
If we now just, consider the points that lie closest to the separating
hyper plane, i.e. the Support Vectors (shown in circles in the
diagram), then the two planes H1 and H2 that these points lie on
can be described by:
xi'w+ b=+1for H1 (4.4)
xi*w+b=—1for Hz (4.5)

Referring to Figure 4.2, we define d1 as being the distance from H1
to the hyperplane and dz from H2z to it. The hyperplane is
equidistance from H1 and H2 means that d1 = d2 ‘a quantity known
as the SVM’s margin’. To orientate the hyperplane to be as far from

the Support Vectors as possible, we need to maximize this margin.
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Simple vector geometry shows that the margin is equal to and

1
[Iwl]
maximizing subject to the constraint in (4.3) is equivalent to finding:

min||w|| suchthat yi(xi-w+b)—1>0

e . . e 1 2 . .
Minimizing | |W|| is equivalent to minimizing > | |W|| and the use of this term makes it

possible to perform Quadratic Programming (QP) optimization later. We therefore need

to find:
min 2||wl|* show that yi(xi w+b)—120Vi (4.6)

To cater for the constraints in this minimization, we need to

allocate them with Lagrange multipliers a, where ai >0 Vi:

Lp = %||WI|2 —alyi(xi. w+ b) — 1 Vi] 4.7)
_1 2_¥yL
=5||W|| —Yic1a; [yilx; . w+b) — 1] (4.8)
2
=" [Iwl| =%k, a; yi(x - w+b) + 3k, @ (4.9)

We wish to find the w and b which minimizes, and the a which maximizes (4.9)

(while keeping ai > 0 Vi). We can do this by differentiating Lp with respect to

w and b setting the derivatives to zero:

oL
a—; =0 = w=Yl,a; ¥ (4.10)
aaibp=0$2%=1aiyi=0 (411)

Substituting (4.10) and (4.11) into (4.9) gives a new formulation

which, being dependent on a, we need to maximize:

1 .
LDEZ%=1 a; — Ezi'j a; ;Yiyixi * Xj show that a; = 0Vvi Z%:l a; yl=0 (412)
=vL 1 =
=i=1 % — Ezi‘j a; Hua] where Hijzyiiji T X (413)
=Yl a;— a’Ha showthat o; >0 vi, ¥k, =0 (4.14)
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This new formulation Lp is referred to as the Dual form of the Primary p. It is worth
noting that the Dual form requires only the dot product of each input vector xi to be

calculated, this is important for the Kernel Trick.

Having moved from minimizing Lp to maximizing Lp, we need to find:

max d, [Zfﬂ a; — %aT Ha], such that ai>0Viand ¥}, a;yi=0 (4.15)

This is a convex quadratic optimization problem, and we run a QP solver which will
return o and from (4.10) will give us w. What remains is to calculate b.

Any data point satisfying (4.11) which is a Support Vector xs will have the form:
ys(xs*w+b)=1
Substituting this in (4.10):

Vs zamymxm'xs‘l'b =1

mesS

Where S denotes the set of indices of the Support Vectors. S is determined by
finding the indices i where ai > 0. Multiplying through by ys and then

using y2 = 1 from (4.1) and (4.2):

YSZ (Zmes Am YmXm * Xs + b) = Y
b= y;— zammem' Xs

mesS

Instead of using an arbitrary Support Vector xs, it is better to take

an average over all the Support Vectors in S:

1
b= N_s Zses()’s - ZmES A YmXm * Xs)

We now have the variables w and b that define our separating

hyperplane’s optimal orientation and hence our Support Vector Machine.

Department of Mathematics, St .Teresa’s College (Autonomous),Ernakulam | 31



Study on Classification Algorithms of Machine learning

Binary Classification for Data that is not Fully Linearly Separable (Soft
Margin)

In order to extend the SVM methodology to handle data that is not
fully linearly separable, we relax the constraints for (4.1) and (4.2)
slightly to allow for misclassified points. This is done by introducing
a positive slack variable &, i=1,...L:

xirw+b=>+1-¢& foryi=+1
xirw+b<-1+¢& foryi=-1
§&i=0Vi

Which can be combined into:

yixXi-w+b)—1+& >0 where i>0Vi

Figure 4.3: Hyperplane through two non-linear separable classes

In this soft margin SVM, data points on the incorrect side of the margin boundary have
a penalty that increases with the distance from it. As we are trying to reduce
the number of misclassifications, a sensible way to adapt our objective function (4.6)
from previously, is to find:

min[{wl|* + € Tk, & suchthat y(q - w+b)—1+& 2 0Vi (4.16)
Where the parameter C controls the trade-off between the slack variable

penalty and the size of the margin. Reformulating as a Lagrangian, which as
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before we need to minimize with respect to w, b and §i and maximize with

respect to a (where ai > 0, ;= 0 Vi).

2
Lp E%“WH + CXiciéi — Zisai il - w+b) —1+&] — X wiés

(4.17)
Differentiating with respect to w, b and & and setting the derivatives to zero:
dLp L
5 = 0= w= Y,V (4.18)
aL
—r=0= Yi,ay=0 (4.19)
dLp

Substituting these in, Lp has the same form as (4.14) before. However
(4.20) together with i > 0 Vi, implies that o > C. We therefore need to

find:

max «a, [YLi-1 a; —%aTHa], suchthat 0 < a;< CV;and ) Li-1 aiyi=0

b is then calculated in the same way as in (4.6) before, though in this
instance the set of Support Vectors used to calculate b is determined

by finding the indices i where 0 < ai < C.

Non-Linear Support Vector Machine

Non-Linear SVM can be used to classify when it cannot be separated into
two classes by a straight line ((in the case of 2D). By using kernel functions,
nonlinear SVMs can handle nonlinearly separable data. The original input
data is transformed by these kernel function into a higher-dimensional feature
space, where the data points can be linearly separated. A linear SVM is used

to locate a nonlinear decision boundary in this modified space.
When applying our SVM to linearly separable data we have started

by creating a matrix H from the dot product of our input variables:

Hij= yiyjk (xi, xj) = xi - xj = xTi x;j 4.21)
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k (xi, xj) is an example of a family of functions called Kernel Functions (k
(xi, xj) = xTixj being known as a Linear Kernel). The set of kernel functions
is composed of variants of (4.2) in that they are all based on calculating inner
products of two vectors.

This means that if the functions can be recast into a higher dimensionality
space by some potentially non-linear feature mapping function x — ¢(x),
only inner products of the mapped inputs in the feature space need be
determined without us needing to explicitly calculate ¢.

The reason that this Kernel Trick is useful is that there are many
classification/regression problems that are not linearly separable

in the space of the inputs x, which might be in a higher

dimensionality feature space given a suitable mapping x — ¢ (x).

Class 1 ’ 1
I Class 2 f‘ 1 Class 1
@' ; + Class 2
© 0 . ;"o
ik
a 45 d"t‘! -
0 ‘ AR
3 ‘ " 1 ,'ﬁ‘( o
Q 3 t' *d . * A (
A Y n
P iaadh 6 RH +
we Wy il
T o x
. & ét % ¢ \ ; "

& Rl oY :

."‘i"*lﬁ.' A " o5 o \,';

e A 2

L b @ & fl
X ¥ W o
:|
1
T

Figure 4.4: Dichotomous data re-mapped using Radial Basis Kernel (RBF)

Referring to Figure 4.4, if we define our kernel to be:

_<Hxi-x2f|\2>
k(xox)=e \ (4.22)

then a data set that is not linearly separable in the two-dimensional data

space x (as in the left-hand side of Figure 4.4) is separable in the
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nonlinear feature space (right hand side of Figure 4.4) defined implicitly
by this non-

linear kernel function - known as a Radial Basis Kernel.

Other popular kernels for classification and regression are the Polynomial

Kernel

k (xi,xj) = (xi-xj+a)®
and the Sigmoidal Kernel
k(xi, xj) = tanh(axi - xj— b)

where a and b are parameters defining the kernel’s behaviour.

There are many kernel functions, including ones that act upon
sets, strings and even music. There are requirements for a
function to be applicable as a kernel function that lies beyond the

scope of this very brief introduction to the area.

Hlustration

To use an SVM to solve a classification problem on data that is not linearly
separable, we need to first choose a kernel and relevant parameters which
you expect might map the non-linearly separable data into a feature space
where it is linearly separable. This is more of an art than an exact science and
can be achieved empirically - e.g. by trial and error. Sensible kernels to start
with are the Radial Basis, Polynomial and Sigmoidal kernels.

The first step, therefore, consists of choosing our kernel and hence the
mappingx — ¢(x)

For classification, we would need to:
* Create H, where Hij = yiyjp(xi) - p(xj)

* Choose how significantly misclassifications should be treated, by
selecting a suitable value for the parameter C.
* Find asothat YLi=1 ai— % a’Ha is maximized, subject to the

constraints
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0 <a;<CVi and
Y yi=0
This is done using a QP solver.

e (Calculate
w = Y yip(x)

* Determine the set of Support Vectors S by finding the indices such
that
O0<a<C

* Calculate b = Ni Zses (ys - Z meS Am ym(l)(.X'm) . ¢(.X's))

Each new point X' is classified by evaluating y'= sgn (w - ¢p(x) + b).

4.3 IMPLEMENTATION OF DATASET
HEART DISEASE PREDICTION

In this section we are implementing the dataset using python code and finding the
accuracy of dataset using SVM. Here we are using the heart disease dataset containing
303 samples; 14 features such as age, sex, cp (chest pain type), trtbps (the person’s resting
blood pressure), chol(cholesterol), fbs (fasting blood sugar), restecg (resting
electrocardiographic result), thalachh (the person’s maximum heart rate), exang (exercise
induced angina), oldpeak (ST depression induced by exercise relative to rest, were ST
relates to positions on the ECG plot), slp (the slope of the peak exercise ST segment),
caa (number of major vessels), thal (a blood disorder called thalassemia) and the target
values 0 (if the person is having the heart disease) and 1 (if the person is not having the

heart disease). Now the code for implementing the dataset is given:
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Q ’ © import pandas as pd

b3}
o]

O

O

from sklearn.model_selection import train_test_split

from sklearn.svm import SVC

from sklearn.preprocessing import LabelEncoder, StandardScaler
from sklearn.metrics import accuracy_score, classification_report

# Load the CSV file using Pandas
data = pd.read_csv('/content/heart.csv')

4

Assuming the last column is the target column
X = data.iloc[:, :-1] # Features
y = data.iloc[:, -1] # Target variable

#

If your data contains non-numeric values, encode them
label_encoder = LabelEncoder()
y = label_encoder.fit_transform(y)

# Split the data into training and testing sets
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=8.2, random_state=42)

# Feature scaling for better performance (optional but often recommended)
scaler = StandardScaler()

X_train = scaler.fit_transform(X_train)

X_test = scaler.transform(X_test)

# Initialize the SVM classifier
svm_classifier = SVC(kernel='linear') # You can change the kernel as per your requirement

# Train the SVM classifier

# Train the SVM classifier
svm_classifier.fit(X_train, y_train)

# Make predictions on the test set
predictions = svm_classifier.predict(X_test)

# Evaluate the model
accuracy = accuracy_score(y_test, predictions)
print(f'Accuracy: {accuracy:.2f}')

# Print classification report
print(classification_report(y_test, predictions))

# Optionally, you can save the trained model for future use
# from joblib import dump
# dump(svm_classifier, ‘svm_model.joblib')

Accuracy: .87
precision recall fl-score support

8 8.86 8.86 8.86 29

1 8.88 6.88 8.88 32

accuracy 8.87 61
macro avg 0.87 0.87 0.87 61
weighted avg 0.87 0.87 0.87 61

After implementing the code, we get the accuracy rate as 0.87 for the heart

disease dataset. Here we have taken all the features that may cause or may

not cause the heart disease.
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array([@])

[167,1,8,160,28

6,0,0,108,1,1.5,1,3,2]]

completed at 10:18 PM

4.3 ADVANTAGES AND DISADVANTAGES

Advantages

SVM’s are very good when we have no idea on the data. They work well with

even unstructured and semi structured data like text, images and trees. SVMs

use a subset of training points (support vectors) in the decision function,

@ Colab A a8
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which makes them memory efficient, especially when dealing with large
datasets. They can be used for both classification and regression tasks.
Additionally, they can handle both linear and non-linear relationships
between features and targets using appropriate kernels. The kernel trick is real
strength of SVM. With an appropriate kernel function, we can solve any
complex problem. Unlike in neural networks, SVM is not solved for local
optima.

It scales relatively well to high dimensional data. They maximize the margin
between classes, which helps in generalization and makes them less prone to
overfitting, especially in high-dimensional spaces. It always gets compared

with ANN. And when compared to ANN models, SVMs give better results.

Disadvantages

The performance of SVMs can be sensitive to the choice of kernel and its
parameters. Selecting the right kernel and tuning its parameters requires
domain knowledge and can be time-consuming. Even though SVMs are
memory efficient in terms of the number of support vectors used, they can
still require a significant amount of memory, particularly when dealing with
very large datasets. They may become impractical for very large datasets,
both in terms of computational time and memory requirements. They provide
very little insight into the relationship between the input variables and the
predicted output. They are considered as black box models, which might be

a disadvantage in applications where interpretability is crucial.
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CHAPTER §

NAIVE BAYES

Naive Bayes is a simple and efficient algorithm based on the principles of
conditional probability, mostly suitable for text classification. It is based on
the assumption that all features work independently regardless of the
assumption being impossible in its application in real world.

In this chapter, we provide an insight into the Naive Bayes classifier starting
from explaining the working behind the algorithm to implementing the
algorithm on a dataset using python whilst acknowledging the merits and

demerits of the said algorithm.

5.1 Mathematical Framework
5.1.1 Definitions
e Probability: Probability is the branch of mathematics and statistics
which deals with the chance that an event will occur. Mathematically
it 1s calculated by taking the ratio of the number of times the event
occurs to the total number of outcomes. The outcomes are always in
between 1 or 0, with 1 being the event will occur and zero being the

event won’t occur.

e Conditional Probability: Conditional Probability is the probability
that an event occurs given that another event had previously occurred.
Let A and B be two events. The probability of event A occurring given

event B had occurred is given by the equation:

P(AB
P(A|B) = P((—B)) (5.1)
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In other words, conditional probability is the ratio of the probability that both
events A and B occur to the probability that the event B occurs.

5.1.2 Bayes Theorem

Bayes theorem gives an alternate way to find the conditional probability of
an event. Suppose A and B are two events and P(B) is not zero. Then Bayes
Theorem is stated mathematically as:

P(B|A)P(A)
P(A|B) =
P(B)

Here P(A) is called the prior probability, that is, the probability of event A
without taking event B into consideration. Event B is called the evidence. The
probability of B occurring is called the marginal probability. The conditional
probability here is called the posteriori probability of evidence. P(B/A) is the
likelihood probability which is the likelihood that a hypothesis will come true

given the evidence.

5.2 Naive Bayes Classifier

Naive Bayes classifiers are a set of classifier algorithms based on the Bayes
theorem. Naive stands for independence, that is, it is assumed that all the
features are independent of each other. Let X be the set of vectors or
dependant variables of a dataset and let C be the multi class labels. Assume
that a dataset has n set of dependant variables and k class labels.

Assume that there are a total of X vectors and C target variables in a dataset
such that X = {x1, x2, x3,..., xn}, Ck={C1, C2, C3, ...., Ck}

For every target variable Ci

The value of 1 ranging from 1 to k, we have to find

PX|C)P(Cy)
P(X)
P(X) is a common term in every P(Ci|X), therefore, it is removed as it

P(C|X) =

doesn’t contribute much.

P(Ck|X) = P(X|Ck)P(Ck) (5.2)
Comparing equations (5.1) and (5.2), we get
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P(Ck|X) = P(X, Ck) = P(X1, X2, X3, ...., Xn, Ck)

Here we take an assumption that X1=A4

And the rest of the terms as B. By equation (5.1), the equation gets
transformed into P(C«|X) = P (A, B) = P(A|B) P(B) =

P (X1|X2, X3, ..., Xn, Ck) P (X2, X3, ... Xn, Ck) (5.3)
Take a = P (X1|X2, X3, ..., Xn, Ck)

Substituting a in (5.3), we get

P(Ck|X) = a * P(X2, X3, ..., Xn, Ck)
Again, assume X2=A4
And equate the rest of the terms as B like before and applying conditional
probability again
P(Ck|X) = aP(X2|X3, X4, ..., Xn, Ck)P(X3, X4, ..., Xn, Ck)
= abP (X3, X4, ..., Xn, Ck)

(Chain Rule for conditional probability)
Repeating the procedure again till the last term is reached,
P(Ck|X) = abc ... P(Xn|Ck)P(Ck)
P(Ck|X)
= P(X1|Xz2, X3, ..., Xn, Ck)P(X2|X3, X4, X5, ... Xn, Ck)P(X3|X4, X5, ...
Xn, Ck) ..... P(Xn-1|Xn, Ck) P(Xn|Ck)P(Ck)

For implementation in Naive Bayes, assume that all the features are
Naive. We assume that all the Xi are all independent of each other and
only dependent on Ck for all terms. This assumption is called conditional
independence. P(A|B) = P(A)

For independent events.

P(A|B, C) = P(A|C)

Is the conditional independence when B is independent,

P(Ck|X) = P(X1|Ck)P(X2|Ck) ... P(Xn|Ck)P(Ck)

n
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P(Ck|X|) = P(Ck) [T P(Xickl)
i=1

As we haven’t considered the denominator, the equation changes into

n

P(Ci|X]) < P(Ci) [1 P(Xicu)

1 n
P(Celx) = —PCo | [Patdc
i=1

Where z=P(X)

Test the above equation with each class and the class producing the maximum
value is chosen as y.

y =arg max P(Ck) [| P(XiCk|)
Remark: Here, the value of y is chosen by the Maximum A Posteriori rule

(MAP). MAP estimate of the random variable X, is the value of x that

maximises.

5.3 Types of Naive Bayes algorithms:

Gaussian Naive Bayes:

It implements the algorithm based on the Gaussian or Normal distribution.

1 (xi—up”

P(x;ly) =

2
Znay

Multinomial Naive Bayes:

It is used for multinomially distributed data.

N,;+x
eyi — ( yt )
Ny+xn
Here, 0 is the probability P(xi|y), Nyi is the number of times i appears in

a sample of class y, Ny is the total count of all features of class y.
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Complement Naive Bayes:

@ + Xjyzcdij
oa +2j:yj¢cZk dyj

¢ = argmin z tiwg;
i
It is more suitable for imbalanced datasets. It performs better at text
classification than Multinomial Naive Bayes and as the name denotes, uses
complements of each class to compute the model’s weights.
Bernoulli Naive Bayes:

It works on the basis of multivariate Bernoulli distributions. So it’s usage of
preference is on binary valued features.
PXily) =Pxi=1|y)xi+ (1 —Pxi=1|y)
Categorical Naive Bayes:
It is used for categorically distributed data. It assumes that each feature
has its own categorical distribution.
N e + a

N, + an;
Where Ntic i1s the number of times category t appears in the sample xi

Px; =tly=ca)=

which belongs to class c. N¢ is the number of samples with class ¢, a is the
smoothening parameter and ni is the number of available categories of

feature 1.

5.4 Implementation of dataset

Let us now implement the algorithm on a dataset using Python code. Here,
in this case, we take a dataset of 14 entries to predict the target variable
‘play’ using the attributes ‘Outlook’, ’Temperature’, ‘Humidity’ and

‘Windy’. The dataset is given below:
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Wl oo N|lojo| bW N| =

| | | e | i
gl bl W N = O

A B c D E
Outlook Temperature Humidity Windy Play
Sunny Hot High Weak No
Sunny Hot High Strong No
Overcast Hot High Weak Yes
Rain Mild High Weak Yes
Rain Cool Normal Weak Yes
Rain Cool Normal Strong No
Overcast Cool Normal Strong Yes
Sunny Mild High Weak No
Sunny Cool Normal Weak Yes
Rain Mild Normal Weak Yes
Sunny Mild Normal Strong Yes
Overcast Mild High Strong Yes
Overcast Hot Normal Weak Yes
Rain Mild High Strong No

From the dataset, it is visible that the first four columns act as the dependent variables

on which the output column (play) is predicted.

The code for implementing the algorithm:

o import numpy as np

import pandas as pd
import matplotlib.pyplot as plt
import seaborn as sns

from google.colab import drive

# This will prompt you to click on a link and get an authorization code
drive.mount('/content/gdrive"')

Drive already mounted at /content/gdrive; to attempt to forcibly remount, call drive.moun

Numpy, matplotlib etc are various libraries in python which helps the programming

process easier.

° import os

# List the contents of your Google Drive
os.listdir('/content/gdrive/My Drive/')

['Front Page (1).gdoc"',
'Front Page.gdoc',
'Colab Notebooks"',
'Project ',

'Naive Bayes .gslides',
'MathLens .gsheet']
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© import pandas as pd

# Load the dataset (replace 'your_dataset.csv' with the actual name of your dataset)
csv_path = '/content/gdrive/MyDrive/Project /weather_forecast.csv'
df = pd.read_csv(csv_path)

° df.info()

<class 'pandas.core.frame.DataFrame'>
RangeIndex: 14 entries, 0 to 13
Data columns (total 5 columns):

#  Column Non-Null Count Dtype

0  Outlook 14 non-null object

1 Temperature 14 non-null object

2 Humidity 14 non-null object

3 Windy 14 non-null object

4  Play 14 non-null object
- dtvne<: nhiert(8)

o df['Play'].value_counts()

Yes 9
No 5
Name: Play, dtype: int64

° import pandas as pd
from sklearn.preprocessing import LabelEncoder
from sklearn.naive_bayes import GaussianNB

Here, the Gaussian Naive Bayes is chosen because of its popularity of
being able to be implemented easily and its usage of mean and standard
deviation for training the dataset which is suitable for the type of data used

here.

° Outlook=LabelEncoder ()
Temperature=LabelEncoder()
Humidity=LabelEncoder()
Windy=LabelEncoder ()

o inputs=df.drop('Play',axis="'columns"')
target=df['Play"']
target

The label encoder is implemented on the variable columns to transform the categorical
data into numerical data.
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rN ol
No

No
Yes
Yes
Yes

No
Yes

No
Yes

L ©

PNV WN=O

9 Yes
E’ 10 Yes

11 Yes
12 Yes
13 No

Name: Play, dtype: object

TV oW
‘, inputs['Outlook_n']= Outlook.fit_transform(inputs['Outlook'])
inputs['Temp_n']= Temperature.fit_transform(inputs['Temperature'])
inputs['Hum_n']= Humidity.fit_transform(inputs['Humidity'])
inputs['win_n']= Windy.fit_transform(inputs['Windy'])

(, inputs_n=inputs.drop(['Outlook’, 'Temperature', 'Humidity', 'Windy'],axis='columns')

inputs_n
o Outlook_n Temp_n Hum_n win_n fH
0 2 1 0 T m
1 2 1 0 0 »
2 0 1 0 1
3 1 2 0 1
4 1 0 1 1
5 1 0 1 0
6 0 0 1 0
v 4 2 2 0 1
8 2 0 1 1
9 1 2 1 1
10 2 2 1 0
1 0 2 0 0
E§ 12 0 1 1 1
13 1 2 0 0

o classifier = GaussianNB()
classifier.fit(inputs_n,target)

I+ GaussianNB
'GaussianNB()
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o classifier.predict([[0,0,0,11])

/usr/local/lib/python3.10/dist-packages/sklearn/base.py:439: UserWarning: X does not have
warnings.warn(
array(['Yes'], dtype='<U3")

° classifier.score(inputs_n,target)

0.9285714285714286

After implementation, the classifier is put to test by testing out its predictive

ability.

o classifier.predict([[0,0,0,1]1)

/usr/local/lib/python3.10/dist-packages/sklearn/base.py:439: UserWarning: X does not have
warnings.warn(
array(['Yes'], dtype='<U3"')

o classifier.score(inputs_n,target)

0.9285714285714286

Here [0,0,0,1] stands for ‘Overcast’ in ‘Outlook’, ‘Cool’ in ‘Temperature’,
‘High’ in ‘Humidity’ and ‘Weak’ in ‘Windy’ attributes. Calculating the
probability accordingly, it produces the output ‘Yes’ which implies the

weather is apt for playing.

5.3 Advantages and Disadvantages

Advantages

One of the merits that adds to the popularity of this classifier algorithm is that
it’s simple to implement. Naive Bayes doesn’t need much computation and
can be used on both binary and multi class features. It handles missing data
by only acknowledging the present data given in the dataset. The different
algorithm gives for implementation on various data regardless of its limited
boundaries. Compared to other algorithms, Naive Bayes require less training
data as all features are assumed to be independent. As the algorithm requires

only a small training data, it works well for small datasets.
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Disadvantages

Even with all the perks, this classifier algorithm, famous for its easy
implementation shares its equal share of downfalls, the major and obvious
reason being its assumption of independence of features. Due to this, it
doesn’t capture much relations between features and may result in inaccurate
results with high bias for specific classes as the method do not include noise
data for the process. Naive Bayes has difficulty handling continuous data
variables and often show bias towards features with high frequency. As a
result, imbalanced sets work poorly for this algorithm. One of the major
disadvantages is the case of zero frequency. It occurs when the test data
contains a category which wasn’t present in the training data. As a result, it
will assign zero probability to that category and thus, renders it from

appearing in the outcome as prediction.
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